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Water is essential for life. Considering its importance for humans, it must be periodically analyzed to ensure its quality. In this study,
a wireless water quality network is deployed to collect water quality parameters periodically and an artificial neural network-based
estimation method is proposed to estimate groundwater quality. Estimating groundwater quality enables the authorities to take
immediate actions for ensuring water quality. Compared to traditional water quality analysis methods, the proposed method has
the advantage of letting the authorities know the quality of their water resources beforehand. A set of simulation studies given in
this paper proves the efficiency and accuracy of the proposed method.

1. Introduction

Water is the most critical parameter for life. Although 70
percent of the Earth’s surface is water covered, the vast
majority of the water (95 percent of it) is saline [1]. Therefore
preserving the quality of fresh water is important. Almost 1
billion people lack access to a proper drinking water supply
and 2 million deaths are annually attributed to unsafe water,
sanitation, and hygiene [2].

Water quality assessment is an important process to
ensure the access to safe water. Therefore, national standards
for water quality are developed by the authorities of each
country. Water quality is determined by assessing biological,
chemical, and physical classes of quality indicators. Drink-
ing water standards determine the organic and inorganic
chemicals, microbial pathogens, and radioactive elements
that may affect the safety of drinking water. These standards
set a limit to the highest concentrations of certain chemicals
allowed in the drinking water supplied by a public water

system [3]. Conventional water quality assessment is carried
out in two steps. First, in situ analysis of some parameters
is performed in the field; second, analysis of the rest of
the parameters is performed at the laboratory. During the
laboratory analysis many different methods are being used.
As stated by the associated existing directives such as these
of [3, 4], dissolved oxygen (DO), electrical conductivity
(EC), pH, turbidity, nitrate, and temperature are the typical
parameters for assessing drinking water quality [5]. For
drinking water, as stated by [3, 4], the maximum permissible
limit for DO is 5mg/L, for EC is 2.5mS/cm, for pH is 6.5–8.5
units, and for nitrate is 10–50mg/L [5]. Turbidity has no
actual limit according to both [3, 4].

Automatic water quality monitoring stations are sup-
ported by the authorities [4, 6]. As a basis for water man-
agement, water quality surveillance (monitoring) stations are
being used in different countries including USA, Canada,
and Germany [7].These stations form a network and provide
the possibility to control the long-term and short-term
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Figure 1: A Wireless water quality monitoring network for moni-
toring of groundwater quality.

changes in water quality by accessing the data obtained
by the individual stations over Internet. In contrast with
the conventional sampling and analyzing techniques these
automated monitoring stations networks provide data very
rapidly. This enables the early detection of incidents and
assessment of hazard potential arising from any discharges.
Also, clues to the identity of water pollution offenders could
be obtained from such monitoring stations.

Different from the traditional water quality monitoring
approaches, in this study, a wireless water quality network
(WWQN) supported by an artificial neural network- (ANN-)
based estimation system is proposed. In the proposed system,
a group of battery-operated sondes with wireless interfaces
are installed in water wells. The sondes form a WWQN in
which each of them acts as a WWQN node as shown in
Figure 1. The sondes are equipped with probes for DO, EC,
pH, and nitrate and regularly analyze groundwater quality
and send the measurement data to the control center over
the WWQN. Thus, the proposed system provides online
water quality data to the authorities. The data provided to
the control center can be made publicly accessible via a web
server. At the same time, the ANN-based estimation system
uses a large data set collected periodically over a long time
period and provides estimates of water quality parameters.

Although all wireless water quality monitoring systems
have a few disadvantages like limited lifetime and perfor-
mance restrictions, they offer unbeatable advantages such
as portability and cost effectiveness over traditional water
quality monitoring systems [5]. However, the applicability of
wireless water quality monitoring systems depends on both
network-related parameters such as transmission frequency,
transmission power, and packet size and node-related param-
eters [5]. A major disadvantage of wireless water quality
monitoring systems, limited lifetime expectations, can be

alleviated by integrating solar and wind panels to sondes
[8, 9].

This paper is structured as follows. Section 2 explains
the details of implementing an artificial neural network
for estimation of groundwater quality parameters. Section 3
reports the results of a set of simulation studies. Finally,
Section 4 concludes the paper.

2. Artificial Neural Network-Based Estimation
of Groundwater Quality

ANNs are efficiently used in awide variety of applications. For
instance, prediction, trajectory tracking, control of different
systems, and so forth are some of them. ANNs are parallel
information-processing systems.The information flows from
the inputs to the outputs through a network structure; this
consists of layers of interconnected nodes. These nodes are
elementary processing units referred to as neurons; each one
of them receives the information from different inputs and
produces an output according to the value that its activation
function takes when the argument is the weighted sum of
its inputs. An ANN is characterized by a network structure
and a set of parameters. The structure refers to the number
of interconnected neuron layers, the number of neurons per
layer, the connection topology between the neurons (the
network), and the type of activation (transfer) function per
neuron, while the parameters are the weights used in each
neuron for the aforementioned weighted sums [10]. Actually,
ANNs are usually of network structure that is a priori set
by the designer and then their weights are automatically
trained using an optimization algorithm, like the very pop-
ular back-propagation (BP) algorithm (a gradient descent
type algorithm) [11] and the Levenberg-Marquardt optimiza-
tion (an approximation of the Gauss-Newton method) [12].
In addition to this common approach, the resilient back-
propagation neural network can successfully be employed
for the prediction of parameters with confidence [13]. On
the other hand, as proven in [14], an adaptive neurofuzzy
inference systemcanbemore efficient than single layered feed
forward artificial neural networks in some specific cases. The
following set of equations describes the operation of the BP
algorithm [15–17]:

𝑜𝑗 = 𝑓 (net𝑗) = 𝑓 (𝑥) then net𝑗 =
𝑖

∑

𝑗

𝑤𝑗𝑖𝑜𝑖 + 𝜃𝑗, (1)
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Figure 2: Architecture of the system for estimation of sulfate and SAR.

where 𝑗 is the layer number and 𝑖 is neuron number, 𝑜𝑗 is
neuron output, net𝑗 is weighted sum, 𝜃𝑗 is bias, 𝑤𝑗𝑖 is weight,
𝜀 is learning rate, 𝛿𝑝𝑗 represents error value in layer 𝑗, 𝑡𝑝𝑗 is
target output, and 𝑜𝑝𝑗 is actual output. Equation (2) is used to
root mean square (RMS) of the errors in the output layer for
the 𝑝th sample pattern.

In this study, a two-hidden-layer feedforward neural
network was employed, where tangent sigmoid activation
functions were used for the hidden layers and linear activa-
tion functions were used for the output layer.The Levenberg-
Marquardt optimization method was used for the training of
the ANN’s parameters [18]. Figure 2 shows the architecture
of this system for the estimation of sulfate and sodium
adsorption ratio (SAR). In this case, there are 5 inputs,
specifically, pH, electrical conductivity (EC), total dissolved
solids (TDS), chloride ion (CI−) and total hardness (TH), 2
hidden layers which consist of 15 and 14 neurons, respectively,
and 2 outputs called sulfate (So2−4 ) and SAR.

Table 1 shows the dataset available for the training of
the proposed system consisting of 108 sets of input-output
vectors. Note that these measurements were taken from 9
different wells once per month for a total time period of one
year, while only 107 of them were available since on January
2004 the water in the well number 9 was frozen and no
measurements could be taken. In this study, we used 90 out
of the 107 available sets (84.1% of the total available sets) for
training and 17 (15.9% of the total available sets) for testing.
The sets were chosen randomly. Before entering the ANN

model, the data set was normalized for more reliable results
[18] and then restored to original data set.

3. Simulation Studies

The dataset was used to estimate the sulfate and SAR density
in the 9 investigation wells. Figure 3 shows the time evolution
of the 5 employed input parameters.

Test and training mean squared error (MSE) for the
Levenberg-Marquardt algorithm is shown in Figure 4. The
MSE training threshold was accomplished after 338 epochs.
The time evolution of the predicted and the measured values
for the two outputs (SAR and sulfate) are shown in Figures 5
and 6, respectively. The SAR measured and predicted values
shown in Figure 5 are practically coinciding, while in Figure 6
the predicted sulfate values are very closely following the
corresponding measurements.

4. Conclusions

Water is very essential for human life. In this respect, its
qualitymust be periodically analyzed.While traditionalwater
quality analysis methods enable the authorities to assess the
quality of their water resources, they do not let the authorities
know what the quality of their water resources will be in
the near future. To address this need, a wireless groundwater
quality monitoring network that uses an artificial neural
network-based estimation technique has been proposed in
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Table 1: Measurement dataset used for the training and testing of the proposed system.

Set number Well number Date pH EC (mS/cm) TDS (mg/L) Cl− (mg/L) TH (mg/L) So2−4 (mg/L) SAR
1 1 May’03 7.00 998.00 501.99 75.00 401.75 23.90 1.44
2 1 June’03 7.00 1009.00 507.53 74.00 399.11 21.40 1.14
3 1 July’03 7.20 1200.00 603.60 77.20 417.69 19.50 1.16
4 1 Aug’03 7.00 1328.00 667.98 73.50 437.84 20.80 1.01
5 1 Sep’03 7.70 1488.00 748.46 82.70 496.66 22.20 1.55
6 1 Oct’03 7.00 1004.00 505.01 82.40 456.42 23.60 1.58
7 1 Nov’03 6.90 988.00 496.96 133.70 532.55 27.20 1.68
8 1 Dec’03 6.80 1050.00 528.15 72.80 368.90 22.50 0.98
9 1 Jan’04 6.80 1120.00 563.36 58.70 364.15 21.30 1.79
10 1 Feb’04 7.20 110.00 55.33 69.30 375.57 21.60 1.67
11 1 Mar’04 7.60 1010.00 508.03 89.70 429.69 21.80 1.73
12 1 Apr’04 7.20 1004.00 505.01 77.20 356.27 21.40 1.40
13 2 May’03 7.20 325.00 163.48 10.10 154.69 16.20 0.19
14 2 June’03 7.00 345.00 173.54 10.80 137.00 16.40 0.32
15 2 July’03 7.00 340.00 171.02 11.30 143.51 15.80 0.41
16 2 Aug’03 7.00 321.00 161.46 12.40 157.44 13.80 0.18
17 2 Sep’03 7.60 347.00 174.54 11.20 162.28 11.90 0.09
18 2 Oct’03 7.00 315.00 158.45 11.50 151.96 13.40 0.08
19 2 Nov’03 6.90 494.00 248.48 17.20 158.44 15.40 0.09
20 2 Dec’03 7.00 372.00 187.12 13.20 149.40 17.50 0.19
21 2 Jan’04 6.70 360.00 181.08 12.70 149.47 19.90 0.25
22 2 Feb’04 7.00 384.00 193.15 11.50 146.06 19.20 0.19
23 2 Mar’04 7.20 482.00 242.45 11.20 143.06 18.80 0.25
24 2 Apr’04 7.00 485.00 243.96 13.40 146.52 18.40 0.26
25 3 May’03 7.00 842.00 423.53 17.00 249.38 58.30 1.46
26 3 June’03 7.00 784.00 394.35 18.40 225.52 46.20 1.37
27 3 July’03 7.10 815.00 409.95 19.10 221.35 44.90 0.69
28 3 Aug’03 7.00 837.00 421.01 17.10 200.91 39.50 0.54
29 3 Sep’03 7.10 841.00 423.02 20.70 198.99 27.20 0.58
30 3 Oct’03 7.00 853.00 429.06 22.80 233.00 47.60 0.66
31 3 Nov’03 6.20 963.00 484.39 62.20 291.28 48.20 0.87
32 3 Dec’03 7.00 861.00 433.08 42.30 285.95 42.50 0.59
33 3 Jan’04 6.30 815.00 409.95 21.70 321.57 39.10 0.59
34 3 Feb’04 6.80 845.00 425.04 38.20 255.82 46.20 1.23
35 3 Mar’04 7.00 981.00 493.44 39.70 262.82 44.40 0.86
36 3 Apr’04 6.80 832.00 418.50 33.30 254.67 46.80 1.29
37 4 May’03 7.00 440.00 221.32 8.70 185.00 2.90 0.62
38 4 June’03 7.00 451.00 226.85 8.10 180.08 1.80 0.18
39 4 July’03 7.00 438.00 220.31 9.20 184.02 1.30 0.14
40 4 Aug’03 7.00 421.00 211.76 9.20 192.85 1.50 0.13
41 4 Sep’03 7.00 447.00 224.84 9.70 267.09 1.10 0.10
42 4 Oct’03 7.00 438.00 220.31 9.40 203.43 1.90 0.31
43 4 Nov’03 6.40 604.00 303.81 8.70 234.12 2.40 0.42
44 4 Dec’03 6.30 592.00 297.78 9.40 223.22 2.80 0.76
45 4 Jan’04 6.20 450.00 226.35 11.20 213.46 6.20 1.06
46 4 Feb’04 6.60 687.00 345.56 8.20 203.30 2.70 1.01
47 4 Mar’04 7.00 964.00 484.89 7.20 155.36 2.30 1.33
48 4 Apr’04 7.00 553.00 278.16 8.30 170.19 2.60 1.18
49 5 May’03 7.00 450.00 226.35 12.10 228.15 9.30 0.46
50 5 June’03 7.00 432.00 217.30 10.20 206.14 9.10 0.31
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Table 1: Continued.

Set number Well number Date pH EC (mS/cm) TDS (mg/L) Cl− (mg/L) TH (mg/L) So2−4 (mg/L) SAR
51 5 July’03 7.00 448.00 225.34 11.00 233.90 9.10 0.28
52 5 Aug’03 7.00 451.00 226.85 12.40 211.64 7.50 0.10
53 5 Sep’03 7.10 498.00 250.49 15.20 160.32 6.30 0.09
54 5 Oct’03 7.00 489.00 245.97 11.20 231.84 6.50 0.24
55 5 Nov’03 6.30 659.00 331.48 10.30 295.85 7.20 0.46
56 5 Dec’03 6.30 512.00 257.54 22.80 185.32 8.50 0.31
57 5 Jan’04 6.20 500.00 251.50 23.20 209.41 10.80 0.25
58 5 Feb’04 6.30 623.00 313.37 40.50 208.10 8.20 0.25
59 5 Mar’04 6.90 686.00 345.06 44.20 208.43 8.30 0.14
60 5 Apr’04 7.00 610.00 306.83 15.30 203.28 8.70 0.22
61 6 May’03 7.00 482.00 242.45 10.50 141.41 4.20 0.49
62 6 June’03 7.00 442.00 222.33 11.50 136.18 4.50 0.42
63 6 July’03 7.20 421.00 211.76 11.20 137.21 5.50 0.26
64 6 Aug’03 7.00 374.00 188.12 11.50 138.05 4.20 0.28
65 6 Sep’03 7.80 331.00 166.49 12.70 132.91 4.60 0.29
66 6 Oct’03 7.00 370.00 186.11 12.40 154.03 4.80 0.30
67 6 Nov’03 6.70 463.00 232.89 28.70 168.95 5.20 0.76
68 6 Dec’03 7.00 434.00 218.30 12.50 159.53 5.80 0.25
69 6 Jan’04 6.60 393.00 197.68 16.20 163.01 10.60 0.25
70 6 Feb’04 6.80 462.00 232.39 14.30 162.89 9.80 0.38
71 6 Mar’04 7.40 499.00 251.00 37.70 164.73 7.70 0.26
72 6 Apr’04 7.00 474.00 238.42 28.20 161.87 7.60 0.28
73 7 May’03 7.00 1008.00 507.02 22.10 506.97 117.80 0.89
74 7 June’03 7.00 1012.00 509.04 24.10 499.36 101.20 0.92
75 7 July’03 7.00 992.00 498.98 31.50 517.78 112.10 1.07
76 7 Aug’03 7.00 1332.00 670.00 32.50 524.82 96.20 0.63
77 7 Sep’03 7.10 1347.00 677.54 33.70 545.58 39.80 0.80
78 7 Oct’03 7.00 1009.00 507.53 22.10 302.09 93.20 1.02
79 7 Nov’03 6.20 970.00 487.91 97.70 131.87 103.60 2.01
80 7 Dec’03 7.00 982.00 493.95 24.40 333.58 101.50 1.23
81 7 Jan’04 5.90 978.00 491.93 38.20 538.40 100.00 0.85
82 7 Feb’04 7.00 984.00 494.95 51.40 355.23 95.40 1.04
83 7 Mar’04 7.00 998.00 501.99 59.70 182.01 97.90 1.69
84 7 Apr’04 7.00 1005.00 505.52 52.50 345.27 96.40 0.99
85 8 May’03 7.00 750.00 377.25 21.10 400.23 18.70 1.48
86 8 June’03 7.00 694.00 349.08 25.00 384.97 12.70 1.01
87 8 July’03 6.90 668.00 336.00 28.00 390.38 14.00 0.80
88 8 Aug’03 7.00 743.00 373.73 24.00 386.73 12.50 0.49
89 8 Sep’03 6.80 865.00 435.10 33.20 380.34 11.80 0.30
90 8 Oct’03 7.00 823.00 413.97 28.30 387.02 14.50 0.36
91 8 Nov’03 6.10 978.00 491.93 54.70 396.70 16.20 0.68
92 8 Dec’03 6.00 920.00 462.76 45.50 363.02 15.20 1.33
93 8 Jan’04 5.70 870.00 437.61 37.20 424.21 19.30 1.53
94 8 Feb’04 6.80 902.00 453.71 52.40 432.86 16.70 0.93
95 8 Mar’04 6.70 964.00 484.89 63.70 483.95 15.40 0.91
96 8 Apr’04 7.00 912.00 458.74 38.40 458.02 16.80 1.09
97 9 May’03 6.90 521.00 262.06 18.00 247.12 10.20 0.62
98 9 June’03 7.00 523.00 263.07 15.20 232.77 7.80 0.58
99 9 July’03 7.00 642.00 322.93 17.30 252.12 11.50 0.64
100 9 Aug’03 7.00 534.00 268.60 14.30 248.72 8.70 0.76
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Table 1: Continued.

Set number Well number Date pH EC (mS/cm) TDS (mg/L) Cl− (mg/L) TH (mg/L) So2−4 (mg/L) SAR
101 9 Sep’03 6.70 545.00 274.14 19.20 256.21 8.20 0.55
102 9 Oct’03 7.00 621.00 312.36 16.20 267.07 10.50 0.59
103 9 Nov’03 6.00 748.00 376.24 60.20 293.65 11.30 0.60
104 9 Dec’03 6.30 704.00 354.11 19.50 237.73 11.50 0.57
105 9 Jan’04 ∗ ∗ ∗ ∗ ∗ ∗ ∗

106 9 Feb’04 6.70 742.00 373.23 24.30 252.18 12.10 0.61
107 9 Mar’04 6.70 795.00 399.89 47.20 250.19 15.40 0.64
108 9 Apr’04 7.00 804.00 404.41 22.10 278.17 10.30 0.68
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Figure 3: (a), (b), (c), (d), and (e) The value change of the considered 5 input parameters versus set number (cf. Table 1). Note that the set
number expresses time evolution since the measurements were acquired in constant time intervals of 1 month.
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this study. A set of simulation studies has been carried out to
evaluate the accuracy of the proposed method.The proposed
system provides both real-time water quality data and esti-
mates of water quality parameters and allows the authorities
to take immediate actions for improving groundwater quality.
Limitations of the proposed approach are time required

to train the ANN, large sample sets fed into the model
to train the ANN, and deployment of WSN infrastructure
for collecting various groundwater quality parameters. In
addition, since BP algorithm adjusts the weights to reach the
minima of the error function, the ANN may be trapped in
local minima. Future work consists of a set of field tests that
will be conducted in Edirne, Turkey.
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