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Abstract. In this paper, we use the powerful ( ) 2tan( )F  -expansion 
method with the help of Wolfram Mathematica 9 to investigate the solution 
structures of two well-known nonlinear evolution equations, namely ; the 
(3+1)-dimensional generalized KP and the (3+1)-dimensional Jimbo-Miwa 
equations. We obtain new solutions such as hyperbolic function, 
trigonometric function, exponential function and rational function 
solutions. We plot two- and three-dimensional graphics of some obtained 
results using the same program, Wolfram Mathematica 9.  

1 Introduction 
Many phenomena in nonlinear science can be expressed in the form of nonlinear partial 
differential equations. In recent years, various methods have been used to find the solitary 
wave solutions to such class of problems such as the sine-cosine function method [1], the 
variational iteration method [2], the Homotopy perturbation method [3], the exp-function 
method [4], the generalized tanh-coth method [5], the extended hyperbolic function method 
[6], the modified simple equation method [7], the sine-Gordon expansion method [8] and so 
on. However, in this study, we employ the effective ( ) 2tan( )F  -expansion method to 
investigate the new solutions of the (3+1)-dimensional generalized Kadomtsev-Petviashvili 
(KP) equation [9] and the (3+1)-dimensional Jimbo-Miwa equation [10]. The KP equation 
is introduced by [11] to describe the model of nonlinear wave motion that arises in the field 
of mathematical physics. The Jimbo-Miwa equation is used to describe (3+1)-dimensional 
wave model in the field of physics [12]. Various methods have been implemented to obtain 
different types of solutions to the equations mentioned above such as Backlund 
transformation [13], the simplified Hirota’s method [14], the simplified Hirota’s direct 
method [15], the exp-function method [4], the generalized tanh method [16], the Xu’s 
stable-range method and logarithmic generalization of stable-range method [17], the 
Kudryashov method [18], the homogeneous balance method [19] and many more methods. 
Moreover fractional concepts are investigated in [20, 21, 22].  
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2 The ( ) 2tan( )F  -expansion method 

In this section, we explain the   2tan F  -expansion method and how it can be applied
to obtain the solutions of a given nonlinear PDE as in the following

 2, , , , , , ,... 0x xx t tt xtP u u u u u u u  . (2.1)

Performing the travelling wave transformation    , ,u x t U x kt    , Eq. (2.1)
reduces to the following ODE 

  0, , ,...Q U U U    . (2.2)

The solution of Eq. (2.2) is given as follows 

 
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( ) ( )

2 2
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i i m m
i i

F F
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 

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 

           
            

  , (2.3) 

where m  that can be determined by balancing the highest order derivative and the 
highest nonlinear term in Eq. (2.2). The coefficients iA ,  , 0i i mB   are constants to be 
determined and ( )F F  satisfies the nonlinear ODE [23]: 

       sin cosaF F b F c     . (2.4)

Substituting Eq. (2.3) into Eq. (2.2) produces a system of algebraic equations for 

 ( ) 2tan
i

F  ,  ( ) 2cot
i

F  . After collecting this separated system of equations, we 

calculate 0 1 1, , , , ,..., ,m mk p A A B A B . For solutions of Eq. (2.4), see [23].  

3 Applications  

In this section, implementation of the ( ) 2tan( )F  -expansion method is given. 
1. Let us consider the (3+1)-dimensional generalized KP equation given by [9]:

 3 0xxxy x y tx ty zzx
u u u u u u     , (3.1)

performing the transformation    , y, z,u x t U  , x y z kt     , (3.1) becomes:

   2 23 2 0U U k U      . (3.2)

Using the balancing principle on Eq. (3.2) by considering the terms  2U  and U  , we
obtain m=1. Together with Eq. (2.3), we consider the solution of Eq. (3.1) to be: 

 
1

0 1 1

( ) ( )

2 2
tan tan

F F
U A A p B p

 
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

         
     
     

. (3.3)

Substituting Eq. (3.3) into Eq. (3.2) and simplifying together with Eq. (2.4), we obtain a 
system of algebraic equations in 

1 1
, , , , , ,A B p k a b c and solving this system we obtain 

families of solutions in each case by considering the solutions of Eq. (2.4) that can be found 
in [23]. One of the solutions of Eq. (3.1) for Case-1 is given below. 
Case1:  2 2 2 2 2 2

1 10, 2 , 2A B b c ap bp cp k a b c          

Solution4: when 2 2 2 0, 0a b c c    and 0b 
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3 Applications  
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1. Let us consider the (3+1)-dimensional generalized KP equation given by [9]:
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Substituting Eq. (3.3) into Eq. (3.2) and simplifying together with Eq. (2.4), we obtain a 
system of algebraic equations in 

1 1
, , , , , ,A B p k a b c and solving this system we obtain 

families of solutions in each case by considering the solutions of Eq. (2.4) that can be found 
in [23]. One of the solutions of Eq. (3.1) for Case-1 is given below. 
Case1:  2 2 2 2 2 2

1 10, 2 , 2A B b c ap bp cp k a b c          

Solution4: when 2 2 2 0, 0a b c c    and 0b 

      2 2 2 2

1,4 1,4, , , 2 tan , , ,u x y z t c c ap cp cp a c a x y z t      
  ,

(3.4)

where       2 2 2 2 2

1,4 , , , 2 .4x y z t c a x y z c a t       
2. Consider the (3+1)-dimensional Jimbo-Miwa equation [10]:

3 3 2 3 0xxxy y xx x xy yt xzu u u u u u u     , (3.5)

performing the transformation    , y, z, , ,u x t U x y z kt       Eq. (3.5) becomes

   2
3 2 3 0U U k U      . (3.6)

Using the balancing principle on Eq. (3.6) by considering the terms  2U   and U  , we
obtain m=1. Together with Eq. (2.3), we consider the solution of Eq. (3.5) to be: 

 
1

0 1 1

( ) ( )

2 2
tan tan

F F
U A A p B p
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. (3.7)

Substituting Eq. (3.7) into Eq. (3.6) and simplifying together with Eq. (2.4), we obtain a 
system of algebraic equations in 

1 1
, , , , , , .A B p k a b c We solve this system and consequently 

families of solutions to Eq. (3.5) is obtained by considering the solutions of Eq. (2.4) that 
can be found in [23]. A family of solution to (3.5) is given for the Case1 as follows   
Case1 

 2 2 2 2 2

1 1 1 1, 3 3 2 2 3 3 , 2 3A b c B a b cA bc c k A a b c k                

Solution-9: when 0b  and a c

      9 , , , 1 4 2 3u x y z t c p x y z t       .
(3.8)

4 Graphics Plot 

In this section we present two- and three-dimensional graphics of some obtained solutions.

Fig. 1. 3D and 2D surfaces of Eq. (3.4) by considering the values β=0.5, a=2, c=3, p=0.7, t=0.02, 
z=0.01, -3<x<3, -2<y<2 and y=0.03 for the 2D graphic.
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Fig. 2. 3D and 2D surfaces of Eq. (3.8) by considering the values β=3, c=1, p=0.7, t=0.02, z=0.01, 
-3<x<3, -2<y<2 and y=0.03 for the 2D graphic. 

5 Conclusions

In this manuscript, we employed the ( ) 2tan( )F  -expansion method to (3+1)-dimensional 
generalized KP and Jimbo-Miwa equations. We obtained various types of solutions as, 
trigonometric, hyperbolic, exponential and rational functions. We plot two- and three-
dimensional graphics of some obtained solutions by using Wolfram Mathematica9. These 
solutions are tested and it is verified that they satisfy their corresponding equations. We 
compared our results with the results obtained in [9] and [10] and we observe that our 
results are new with different solution structures.  
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